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PROBLEM SETUP

A Samsung SSD Storage Rack

• Rack temperature varies based on the workload: read
or write (how many KB, and how often).

• High temperatures lower the performance of read-
ing/writing and shorten the lifespan of the SSDs.

• Almost impossible to use rules in order to model the
dynamics of workload and temperature.

• Use deep reinforcement learning to represent the state
of operation and learn the optimum policy for control-
ling the fan speeds, as a proxy of energy usage for cool-
ing.

CONTRIBUTIONS
• Model-free approach, no need to understand to SSD

server dynamics of workload and temperature

• We trained on the real environment (the server), not
through a simulator

• We designed a reward function for this problem to
guide the algorithm towards the desired operation be-
havior (servers temperature and fans speeds)

STATES, ACTIONS AND REWARDS

EXPERIMENT RESULTS (BASELINE VS A2C)

Idle and Heavy Periodic Load Stochastic Load, Raw Actions Stochastic Workload, Incremental Actions


